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## TRENIRANJE UMJETNE NEURALNE MREŽE

U ovom poglavlju će se opisati što to znači trenirati umjetnu neuronsku mrežu. U jednom od prethodnih poglavlja opisana je osnovna arhitektura opće umjetne neuralne mreže. Nakon što je konfigurirana arhitektura modela, sljedeći korak je treniranje tog modela.

### ŠTO ZNAČI TRENIRATI UMJETNU NEURALNU MREŽU

Treniranjem modela, pokušava se riješiti problem optimizacije, odnosno pokušavaju se optimizirati težine veza u danom modelu. Zadatak optimizacije jest pronaći težine koje najispravnije preslikavaju ulazne podatke u klase predviđanja. Preslikavanje je ono što model, odnosno umjetna neuralna mreža, treba naučiti.

U jednom od prethodnih poglavlja je prikazano kako je svakoj vezi između dva čvora pridružena neka težina. Tijekom treniranja, težine se iterativno ažuriraju prema svojim optimalnim vrijednostima.

### OPTIMIZACIJSKI ALGORITAM

Težine veza se optimiziraju takozvanim optimizacijskim algoritmom. Optimizacijski proces ovisi o odabranom optimizacijskom algoritmu. Optimizacijski algoritam se u literaturi još naziva i 'optimizatorom' (eng. *optimizer*). Najpoznatiji optimizacijski algoritam se naziva 'Stohastički gradijentni spust' (eng. *stochastic gradient descent*), ili skraćeno SGD.

Kod bilo kojeg problema optimizacije, važno je imati cilj optimizacije. Ovdje će se opisati cilj optimizacije SGD-a prilikom optimizacije težine veza u modelu.

Cilj SGD-a jest minimizirati funkciju gubitka (eng. *loss function*). SGD ažurira težine veza u modelu na način da funkciju gubitka približi što je više moguće svojoj minimalnoj vrijednosti.

### FUNKCIJA GUBITKA

Funkcija gubitka, koja se često koristi u neuralnim mrežama, jest funkcija srednje kvadratne pogreške (eng. *mean squared error*), ili skraćeno MSE. Uz MSE postoji još nekoliko često korištenih funkcija gubitaka.

Što je to točno gubitak će se objasniti preko sljedećeg primjera.

Tijekom treniranja modela, model se opskrbljuje podacima i odgovarajućim oznakama (eng. *labels*) za te podatke.

NAPRAVIT SVOJ PRIMJER

Na primjer, neka se model trenira s ciljem da uspješno klasificira dolazne fotografije na fotografije mački i fotografije pasa. Model se opskrbljuje fotografijama mački i pasa zajedno s oznakama za fotografije koje govore je li ulazna fotografija mačke ili psa.

Neka se pretpostavi da je modelu dana fotografija mačke. Kad prosljeđivanje unaprijed dođe kraju i fotografija mačke je prošla kroz mrežu, model će na izlazu dati neku vrijednost. Ta vrijednost će pokazati misli li model da je dobio fotografiju mačke ili psa.

U doslovnom smislu, izlaz će se sastojati od vjerojatnosti za mačku ili psa. Na primjer, model na izlazu može dodijeliti vjerojatnost od 75% da je ulazna fotografija ona s mačkom i vjerojatnost od 25% da je ulazna fotografija ona sa psom.

* 75% vjerojatnosti da je na fotografiji mačka
* 25% vjerojatnosti da je na fotografiji pas

Gubitak je pogreška ili razlika između što mreža predviđa za sliku i onoga što je prava oznaka slike. SGD će pokušati minimizirati ovu pogrešku tako da model postane što točniji kod predviđanja. Nakon što su svi podaci prošli kroz model, svi podaci se ponovno propuštaju kroz model – koji sad ima promijenjene težine!. Proces ponovnog propuštanja istih podataka kroz mrežu se smatra treniranjem. Tako, kroz ovaj proces koji se iterativno ponavlja u kombinaciji s SGD-om, model je u stanju učiti na danim podacima.

## KAKO NEURALNA MREŽA UČI

U prethodnom je poglavlju objašnjeno što to znači kad umjetna neuralna mreža uči te kako izgleda proces treniranja i kako se svaki podatak, koji se koristi u procesu treniranja, prosljeđuje kroz mrežu. Prosljeđivanje podataka od ulaza do izlaza se naziva *unaprijedno prosljeđivanje*. Rezultat izlaza ovisi o težini svake pojedine veze unutar mreže.

Kada su svi podaci za treniranje iz skupa podataka za treniranje proslijedili kroz mrežu, kaže se da je završena jedna epoha (eng. *epoch*). Epoha se odnosi na jedan prolazak cijelog skupa podataka kroz mrežu tijekom procesa treniranja. Ovdje je dobro spomenuti da se, tijekom procesa treniranja, kako model uči, 'odvijaju epohe'.

### ŠTO TO ZNAČI UČITI

Kako bi se objasnio pojam učenja, dobro je prisjetiti se da, kada se model inicijalizira, težine veza su postavljene na neke proizvoljne vrijednosti te da model, na izlazu iz mreže, daje određeni izlaz za dani ulaz.

Kada se dobije izlaz, računa se gubitak (ili pogreška) za dani izlaz tako da se usporedi vrijednost koju je model predvidio s pravom vrijednošću oznake. Računanje gubitka ovisi o odabranoj funkciji gubitka.

### GRADIJENT FUNKCIJE GUBITKA

Kada je izračunat gubitak, gradijent odabrane funkcije gubitka se računa u odnosu na svaku težinu veze unutar mreže. Ovdje se pod pojmom 'gradijent' misli na derivaciju funkcije s više varijabli.

Kako bi se što jednostavnije objasnio gradijent funkcije gubitka, opisat će se gubitak u odnosu na samo jedan izlaz. Kada se izračuna gubitak tog jednog izlaza, računa se gradijent tog gubitka u odnosu na jednu odabranu težinu. Gradijent se računa tehnikom koja se zove 'povratna propagacija' (eng. *backpropagation*).

Na temelju izračunate vrijednosti gradijenta funkcije gubitka, ažurira se težina veze u modelu. Gradijent govori koji smjer pomiče gubitak prema svojoj najmanjoj vrijednosti te je cilj mijenjati vrijednost težine veze u tom smjeru u kojem će gubitak približavati svojoj minimalnoj vrijednosti.

### STOPA UČENJA

Kada se izračuna vrijednost gradijenta funkcije gubitka, ona se tada množi s vrijednošću koja se zove 'stopa učenja' (eng. *learing rate*). Stopa učenja je broj koji se obično nalazi u rasponu između 0.01 i 0.0001. Naravno, prava vrijednost stope učenja može varirati.

Stopa učenja govori koliki se 'korak' mora napraviti u smjeru minimalne vrijednosti gubitka.

### AŽURIRANJE TEŽINA VEZA

Kako bi se izračunala nova vrijednost težine veze, kao što je napisano u prethodnom poglavlju, gradijent funkcije gubitka se množi sa stopom učenja. Dobivena vrijednost se tada oduzima od vrijednosti težine veze te se dobiva nova vrijednost težine veze.

nova težina = stara težina - (stopa učenja \* gradijent)

Ovaj primjer se fokusirao na samo jednu težinu veze kako bi se objasnio koncept, ali se isti ovaj proces odnosi na svaku težinu veze u modelu svaki putu kada kroz model prolaze podaci iz skupa podataka za treniranje.

Jedina razlika je ta što će vrijednost gradijenta biti različita za svaku pojedinu težinu jer se gradijent funkcije gubitka računa u odnosu na svaku pojedinu težinu veze u neuralnoj mreži.

Ako se pretpostavi da se veze ažuriraju na kraju svake epohe, one će se inkrementalno približavati svojim optimalnim vrijednostima tako što SGD nastoji minimizirati funkciju gubitka.

### MODEL UČI

Pod pojmom da model uči se misli na to da se ažuriraju težine veza. Učiti koje se vrijednosti trebaju pripisati svakoj pojedinoj vezi na temelju toga kako te inkrementalne promjene (vrijednosti težine veza) utječu na funkciju gubitka. Kako se težine mijenjaju, model postaje sve 'pametniji' u smislu da sve ispravnije preslikava ulaze u odgovarajuće izlaze.

## GUBITAK U NEURALNOJ MREŽI

U ovom poglavlju će se objasniti što je to funkcija gubitka i kako se ona koristi u umjetnoj neuralnoj mreži.

Funkcija gubitka je ono što stohastički gradijentni spust nastoji minimizirati tako što iterativno ažurira težine veza u neuralnoj mreži. Na kraju svake epohe tijekom procesa treniranja se izračunava gubitak korištenjem razlike izlaza, odnosno onoga što je model predvidio, i pravih oznaka za pojedini ulaz.

Kao što je dan primjer u jednom od prethodnih poglavlja, neka se pretpostavi da model klasificira fotografije mački i pasa te neka je oznaka za mačku 0, a za psa 1.

* Mačka: 0
* Pas: 1

Nadalje, neka se modelu proslijedi fotografija mačke i neka model na izlazu da vrijednost 0.25. U ovom slučaju, vrijednost između toga što je model predvidio i prave vrijednosti oznake jest 0.25 – 0.00 = 0.25. Ova razlika se naziva 'pogreška' (eng. *error*).

pogreška = 0.25 – 0.00 = 0.25

Ovaj proces računanja pogreške se ponavlja za svaki izlaz. Na kraju svake epohe, pogreška akumulira svoju vrijednost za svaki pojedini izlaz.

U sljedećem poglavlju će se opisati funkcija gubitka koja se obično koristi za računanje pogreške i koja se zove 'srednja kvadratna pogreška' (eng. *mean squared error*), skraćeno MSE.

### SREDNJA KVADRATNA POGREŠKA

Kod samo jednog uzorka, za računanje srednje kvadratne pogreške, prvo se izračuna razlika (pogreška) između onoga što je model predvidio za dani ulaz i prave vrijednosti oznake za dani ulaz. Ta razlika se potom kvadrira kako bi se dobila vrijednosti srednje kvadratne pogreške za samo jednu ulaznu vrijednost.

MSE(ulaz) = (izlaz – oznaka)(izlaz – oznaka)

Kada bi se modelu proslijedilo više uzoraka odjednom, serija uzoraka (eng. *batch of samples*), tada bi se uzele srednje kvadratne pogreške na svim uzorcima.

Ovaj primjer je ilustrirao matematiku jedne funkcije pogreške, MSE. Uz ovu funkciju pogreške, još ih se nekoliko koristi u praksi. Međutim, ova ideja računanja pogreške na pojedinom uzorku se koristi i kod ostalih funkcija gubitaka. Implementacija toga što se zapravo čini sa svakom pogreškom će ovisiti o algoritmu dane funkcije gubitka. Na primjer, u ovom poglavlju se izračunao prosjek pogreške kvadrata kako bi se izračunao MSE, dok će druge funkcije gubitka koristiti neke druge algoritme kako bi se izračunala vrijednosti gubitka.

Kada bi se modelu proslijedio cijeli skup podataka za treniranje odjednom, tada bi se proces računanja gubitka događao na kraju svake epohe tijekom treniranja. Ako se skup podataka podijeli na manje skupove, serije podataka (eng. *batches*) i kada bi se ti skupovi jedan po jedan prosljeđivali modelu, gubitak bi se računao na kraju svake serije podataka.

S bilo kojom metodom, s obzirom da gubitak ovisi o težinama veza u modelu, očekuje se neka promjena vrijednosti gubitka svaki put nakon što se težine ažuriraju. Kako je cilj stohastičkog gradijentnog spusta minimizirati gubitak, očekuje se da se gubitak smanjuje sa svakom epohom.

## STOPA UČENJA U NEURALNOJ MREŽI

U ovom poglavlju će se objasniti što je to stopa učenja te će pokazati na koji se način ona koristi za treniranje neuralne mreže.

U jednom od prethodnih poglavlja je spomenuto što to znači kada neuralna mreža uči te se spomenulo da je stopa učenja broj s kojim pomnožimo gradijent funkcije gubitka.

Cilj treniranja modela jest pomoću SGD-a minimizirati gubitak između stvarne vrijednosti oznake i onoga što je model predvidio za dani uzorak za treniranje na ulazu. Put prema minimizaciji gubitka se odvija u nekoliko koraka.

Kao što je već prije spomenuto, proces treniranja započinje tako da se težinama veza dodjele neke proizvoljne vrijednosti koje se onda inkrementalno ažuriraju kako se gubitak približava svojoj minimalnoj vrijednosti.

Veličina koraka, kojom se gubitak približava svojoj minimalnoj vrijednosti, će ovisiti o stopi učenja. Konceptualno, o stopi učenja danog modela se može misliti kao o veličini koraka.

Zna se da se tijekom treniranja, nakon što se gubitak računa za svaki ulaz, gradijent gubitka izračunava u odnosu na svaku pojedinu težinu veze u danom modelu. Kada se izračuna svaki pojedini gradijent, oni će se pomnožiti sa stopom učenja.

gradijenti \* stopa učenja

Stopa učenja je, kao što je prije navedeno, broj koji se obično nalazi u rasponu od 0.01 i 0.0001. Naravno, stvarna vrijednost stope učenja može varirati i svaka će vrijednost gradijenta, nakon što se pomnoži sa stopom učenja, postati jako mala.

### AŽURIRANJE TEŽINA VEZA U MREŽI

Kada se dobije vrijednost množenja gradijenta i stope učenja, svaka pojedina vrijednost se koristi kako bi se ažurirala određena težina veze tako da se vrijednost umnoška oduzme od stare vrijednosti težine veze.

nova težina veze = stara težina veze – (gradijent \* stopa učenja)

Stara težina veze se odbacuje i umjesto nje se na vezu stavlja nova određena težina.

Vrijednost koja se dodjeljuje stopi učenja zahtjeva neko testiranje. Stopa učenja jest jedan od *hiperparametara* (eng. *hyperparameters*) koji se moraju testirati i podesiti na svakom modelu posebno kako bi se odredilo s kojom će stopom učenja model najbolje učiti. Ali, kao što je prije spomenuto, obično se vrijednost stope učenja nalazi negdje između 0.01 i 0.0001.

Kada bi se stopa učenja postavila na neku vrijednost koja je bliže vrijednosti 0.01, postoji opasnost od mogućnosti dobivanja pretjeranog rezultata (eng. *overshooting*). To se događa kada se uzme stopa, u smjeru minimuma, koja je prevelika te ona preskače minimalnu vrijednost gubitka.

Kako bi se izbjeglo prebacivanje, vrijednost stope učenja se može postaviti na broj koji je bliže vrijednosti 0.0001. Na ovaj način, kako su koraci jako mali, postizanje minimalne vrijednosti gubitka će zahtijevati puno više vremena.

Čin izbora između više i niže vrijednosti stope učenja postaje idejom kompromisa.

## SKUPOVI ZA TRENIRANJE, TESTIRANJE I VALIDACIJU

### SKUPOVI PODATAKA ZA DUBOKO UČENJE

U ovom poglavlju će se objasniti razlika između različitih skupova podataka koji se koriste kod treniranja i testiranja neuralne mreže.

Za potrebe treniranja i testiranja odabranog modela, skup podataka se dijeli na tri različita dijela. Tako su skupovi podataka sljedeći:

* skup podataka za treniranje
* skup podataka za validaciju
* skup podataka za testiranje.

### SKUP PODATAKA ZA TRENIRANJE

Skup podataka za treniranje čine podaci na kojima se model trenira. Tijekom svake epohe, model će se iznova i iznova trenirati na tom istom skupu podataka za treniranje te će nastavljati učiti o značajkama tih podataka.

Cilj je na taj način naučiti model koji će poslije moći točno predvidjeti značajke podataka koje prije nije vidio. Model će svoje pretpostavke temeljiti na onome što je naučio na skupu podataka za treniranje.

### SKUP PODATAKA ZA VALIDACIJU

Skup podataka za validaciju je skup podataka koji je odvojen od skupa podataka za treniranje, ali se koristi tijekom treniranja kako bi se validirao model. Validacijski proces pomaže kod dobivanja informacija koje poslije mogu pomoći kod podešavanja hiperparametara. Tijekom svake epohe, model će učiti na skupu podataka za treniranje, ali će u isto vrijeme biti validiran na skupu podataka za validaciju.

Tijekom procesa treniranja, model će svaki ulaz iz skupa za treniranje preslikavati u određeni izlaz, odnosno klasu predviđanja. Kada model završi klasifikaciju svakog ulaza, izračunava se gubitak preko kojeg se podešavaju težine veza u modelu. Tijekom sljedeće epohe se isti ulazi ponovno klasificiraju u izlaze.

Također tijekom treniranja, model će istovremeno klasificirati svaki ulaz iz skupa za validaciju. Model će svoju validaciju temeljiti samo na onome što je naučio na temelju skupa podataka za treniranje. Težine veza se neće ažurirati na temelju gubitka iz skupa podataka za validaciju.

Kao što je već spomenuto, skup podataka za validaciju je odvojen od skupa podataka za treniranje. Tako, kada se model validira na temelju skupa podataka za validaciju, ti podaci se ne sastoje od uzoraka koje model već poznaje iz skupa podataka za treniranje.

Jedan od glavnih razloga zašto postoji skup podataka za validaciju jest taj da se model previše ne prilagodi skupu podataka za treniranje. Ta pojava se zove *ovefitting*. Ideja *overfitting*-a je ta da model postane jako dobar u klasificiranju podataka iz skupa za treniranje, ali nije sposoban generalizirati i ispravno klasificirati podatke na kojima nije bio treniran.

Ako se tijekom treniranja u isto vrijeme provjerava model pomoću skupa za validaciju i, ako su rezultati skupa za validaciju jednako dobri kao rezultati skupa za treniranje, velika je vjerojatnost da neće doći do pojave *overfitting*-a. Ako su model vrlo dobro klasificira podatke iz skupa za treniranje, a loše klasificira podatke iz skupa za validaciju, došlo je do pojave *overfitting*-a.

Pomoću skupa podataka za validaciju se provjerava koliko dobro model može generalizirati tijekom treniranja.

### SKUP PODATAKA ZA TESTIRANJE

Skup podataka za testiranje se koristi na modelu koji je istreniran. Skup podataka za testiranje je odvojen i od skupa za treniranje i od skupa za validaciju.

Nakon što je model treniran i validiran na skupovima za treniranje i validaciju, proslijedit će mu se skup podataka za testiranje, koji nije označen, za koji će trebati predvidjeti odgovarajući izlaz.

Glavna razlika između skupa za testiranje i druga dva skupa jest da skup za testiranje ne smije imati oznake. Skupovi za treniranje i validaciju moraju biti označeni kako bi se izračunao gubitak i točnost preslikavanja svake epohe. Ovako model prolazi kroz isti proces kao i kada bi model koristio podatke iz stvarnog svijeta.

Skup za testiranje pruža konačnu provjeru je li model dobro generalizira prije nego ga se stavi u produkciju.

Cilj treniranja, validiranja i testiranja modela jest taj da model dobro klasificira podatke koje prije nije vidio. Cilj dubokog učenja jest razviti modele koji mogu dobro generalizirati.

| Skupovi podataka u dubokom učenju | | |
| --- | --- | --- |
| **Skup podataka** | **Ažuriranje veza** | **Opis** |
| Skup za treniranje | Da | Koristi se za treniranje modela. Cilj treniranja jest da model dobro  klasificira podatke, ali u isto vrijeme dobro generalizira. |
| Skup za validaciju | Ne | Koristi se tijekom treniranja kako bi se provjerilo koliko dobro  model generalizira. |
| Skup za testiranje | Ne | Koristi se kako bi se konačno provjerila modelova sposobnost  generalizacije prije nego ga se stavi u produkciju |

Glavni razlog za imati tri različita skupa podataka jest osigurati da će model moći dobro generalizirati te dobro klasificirati podatke koje prije nije vidio. Ako model ne može dobro generalizirati, najčešće je došlo do pojave *overfitting*-a ili *underfitting*-a.

## PREDVIĐANJE NEURALNE MREŽE

U prethodnom poglavlju je objašnjeno što to znači trenirati mrežu. Kada je proces treniranja završen i ako je model postigao zadovoljavajuće rezultate na skupu za treniranje i validaciju, model se provjerava na skupu podataka za testiranje.

Za razliku od skupa podataka za treniranje i validaciju koji se modelu prosljeđuju zajedno s odgovarajućim oznakama, skup za testiranje se prosljeđuje modelu bez odgovarajućih oznaka.

### PROSLJEĐIVANJE UZORAKA BEZ OZNAKA

Kod predviđanja, modelu se prosljeđuje skup podataka za testiranje bez odgovarajućih oznaka te model mora sam predvidjeti izlaz za svaki uzorak iz skupa za testiranje. Predviđanje se temelji na onome što je model naučio tijekom treniranja.

Na primjer, neka je model treniran kako bi mogao klasificirati različite pasmine na temelju fotografija. Za svaki ulazni uzorak, donosno fotografiju, model predviđa vjerojatnost za odgovarajuću pasminu.

Neka se modelu proslijedi skup za testiranje u kojem se nalaze fotografije sa psima na kojima model nije bio treniran. Kao što je već spomenuto, model nema pristup oznakama za fotografije iz skupa za testiranje. Ovaj proces testiranja će pokazati koliko dobro model radi s podacima koje prije nije vidio na temelju toga koliko se dobro predviđanja modela preklapaju s pravim oznaka za ulazne podatke.

Također, ovaj će proces dati dobar uvid u to što model nije naučio. Na primjer, neka je model treniran samo na fotografijama velikih pasmina, dok skup za testiranje sadrži fotografije s malim pasminama. Kada se modelu proslijedi jedna fotografija s malim psom, on najvjerojatnije neće dobro predvidjeti odgovarajuću pasminu jer nije bio dobro treniran na malim pasminama.

To znači da se mora osigurati da skupovi za treniranje i validaciju dobro predstavljaju prave podatke na kojima će model trebati donositi predviđanja.

## *OVERFITTING* U NEURALNOJ MREŽI

Do *overfitting*-a dolazi kada model postane jako dobar u klasificiranju ili predviđanju podataka koji su bili uključeni u skup za treniranje, ali nije jednako dobar u klasificiranju podataka na kojima nije bio treniran. Tada se kaže da se model pretjerano poklapa s podacima iz skupa za treniranje.

### KAKO UOČITI PRETJERANO POKLAPANJE

Je li došlo do pretjeranog poklapanja se može uočiti na temelju metrike za dani skup za treniranje i skup za validaciju. Tijekom treniranja, dobiju se rezultati točnosti i gubitka za skup za validaciju kao i za skup za treniranje.

Ako su rezultati skupa za validaciju primjetno gori od skupa za treniranje, to je indikacija da se model pretjerano poklapa sa skupom za treniranje. Također se može primijetiti je li došlo do pretjeranog poklapanja ako su rezultati treniranja jako dobri, dok model neispravno klasificira podatke iz skupa za testiranje.

Koncept pretjeranog poklapanja se svodi na činjenicu da model ne može dobro generalizirati podatke. Model je jako dobro naučio značajke podataka iz skupa za treniranje, ali, ako mu se daju podaci koji se neznatno razlikuju od podataka iz skupa za treniranje, model ne može dobro generalizirati i predvidjeti odgovarajući izlaz.

### SMANJENJE PRETJERANOG POKLAPANJA

#### UBACIVANJE PODATAKA U SKUP ZA TRENIRANJE

Najjednostavnija stvar koja se može napraviti, ako je moguće, jest ubaciti još podataka u skup za treniranje. Na što se više podataka trenira model, on će moći više naučiti. Također, s više podataka se dodaje veća raznolikost skupu za treniranje.

#### POVEĆANJE PODATAKA

Još jedan način pomoću kojeg se može reducirati pretjerano poklapanje jest povećanje podataka. To je proces kojim se stvaraju dodatni, izmijenjeni podaci tako što se razumno modificiraju podaci iz skupa za treniranje. Kod slikovnih podataka, podaci se mogu modificirati na sljedeće načine:

* obrezivanjem
* rotiranjem
* okretanjem
* zumiranjem

Glavna ideja povećanja podataka jest to da se u skup za treniranje ubacuju podaci koji su slični već postojećim podacima, samo što su oni razumno izmijenjeni do neke mjere tako da nisu potpuno isti.

#### REDUCIRANJE SLOŽENOSTI MODELA

Nešto što se može napraviti kako bi se smanjilo pretjerano poklapanje jest smanjiti složenost modela. Složenost se može smanjiti tako što se može ukloniti pojedini sloj iz modela ili se može smanjiti broj neurona u sloju. Na taj način model može bolje generalizirati podatke koje prije nije vidio.

#### ISPUŠTANJE

Ideja iza ispuštanja (eng. *dropout*) jest ta da se nasumično ignoriraju podskupovi neurona u sloju. Ta radnja će spriječiti ispuštene neurone da sudjeluju u predviđanju podataka.

Ova tehnika također može pomoći modelu bolje generalizirati podatke koje do tada nije vidio.

## NEDOVOLJNO POKLAPANJE U NEURALNOJ MREŽI

U ovom poglavlju će se objasniti što to znači kada se model nedovoljno poklapa (eng. *underfitting*). Također će se navesti tehnike pomoću kojih se može reducirati nedovoljno poklapanje kada do njega dođe.

Kaže se da se model nedovoljno poklapa kada nije sposoban niti klasificirati podatke na kojima je treniran, a pogotovo podatke koje do tada nije vidio. Model tada ima loše rezultate na skupu podataka za treniranje, ispravnost preklapanja je niska, a gubitak je velik. Ako model nije sposoban klasificirati podatke na kojima je bio treniran, najvjerojatnije neće dobro klasificirati podatke koje do tada nije vidio.

### REDUCIRANJE NEDOVOLJNOG POKLAPANJA

#### POVEĆANJE SLOŽENOSTI MODELA

Način na koji se može reducirati nedovoljno poklapanje jest povećati složenost modela. To je tehnika suprotna od one kojom se reducira pretjerano poklapanje. Ako su podaci u skupu na kojem treniramo model složeni, a model je relativno jednostavan, model najvjerojatnije neće biti dovoljno sofisticiran kako bi mogao ispravno klasificirati složene podatke.

Složenost modela se može povećati na sljedeće načine:

* povećanjem broja slojeva u modelu
* povećanjem broja neurona u svakom sloju
* promjenom tipa i mjesta sloja koji se koristi u modelu.

#### DODAVANJE OZNAKA ULAZNIM UZORCIMA

Jedna od tehnika kojom možemo reducirati nedovoljno poklapanje jest dodavanjem značajki ulaznim uzorcima, ako je to moguće, iz skupa za treniranje. Te dodatne značajke mogu pomoći modelu kako bi ispravnije klasificirao ulazne podatke.

Na primjer, neka model pokušava predvidjeti cijene dionice na temelju njene cijene prilikom zatvaranja u posljednja tri dana. Ulazni podaci bi se sastojali od sljedećih značajki:

* cijena na kraju prvog dana
* cijena na kraju drugog dana
* cijena na kraju trećeg dana.

Kada bi se dodale dodatne značajke ovim podacima, kao na primjer cijene dionice prilikom otvaranja burze, možda bi to pomoglo modelu da ispravnije klasificira podatke.

#### REDUCIRANJE ISPUŠTANJA

Kod korištenja ispuštanja (eng. *dropout*), može se odrediti koliki će se postotak neurona ili čvorova ispustiti iz mreže. Na primjer, ako se koristi stopa ispuštanja od 50%, i model se nedovoljno poklapa, potrebno je smanjiti postotak ispuštenih neurona tako da taj postotak bude manji od 50%.

Neuroni, koji su ispušteni, ispušteni su samo za potrebe treniranja, ali nisu ispušteni tijekom validacije modela. Tako, ako model bolje preslikava podatke iz skupa za validaciju od skupa za treniranje, tada je dobro smanjiti postotak ispuštenih neurona.

## NADZIRANO UČENJE KOD STROJNOG UČENJA

### OZNAČENI PODACI

Kod nadziranog učenja, podaci su u skupu za treniranje označeni. Oznake se koriste kako bi se nadzirao i usmjeravao proces učenja.

Kako je spomenuto u jednom od prethodnih poglavlja, podaci u skupu za treniranje i u skupu za validaciju imaju svoje oznake te su, zajedno, prosljeđeni modelu. U ovom slučaju se radi o nadziranom učenju,

Kod nadziranog učenja, svaki podatak, koji se prosljeđuje modelu tijekom treniranja, je par koji se sastoji od ulaznog objekta, ili uzorka, i odgovarajuće oznake (eng. *label*), ili izlazne vrijednosti. Ono što je bitno, kod nadziranog učenja, jest to da model uči kako preslikavati dani ulaz u odgovarajuće izlaze na temelju toga što je naučio iz označenih podataka za treniranje.

Na temelju onoga što je spomenuto u poglavlju o treniranju modela, model će preslikati dani ulaz u određeni izlaz te će onda procijeniti pogrešku za taj ulaz tako što će izračunati razliku između vrijednosti koju je previdio i prave oznake za taj ulaz.

### OZNAKE SU NUMERIČKE

Oznake, koje se pridružuju ulaznim uzorcima, enkodiraju se u nešto numeričko (0, 1, 2…)

Nakon toga se prolazi kroz proces utvrđivanja pogreške ili gubitka za sve podatke iz skupa za treniranje za svaku definiranu epohu. Cilj treniranja jest minimizirati gubitak tako da model može ispravno predviđati na podacima na kojima nije bio treniran. Model će svoje pretpostavke temeljiti na označenim podacima koje je vidio tijekom treniranja.

## POVEĆANJE PODATAKA ZA STROJNO UČENJE

U ovom poglavlju će se obraditi proces povećanja podataka te će se spomenuti u kojim slučajevima je to dobro napraviti.

Povećanje podataka se obavlja kada se žele stvoriti novi podaci tako što se izmijene postojeći podaci. Stvaraju se novi podaci tako da se razumno izmijene postojeći podaci iz skupa za treniranje.

Na primjer, fotografija se može izmijeniti tako da se:

* okrene horizontalno
* okrene vertikalno
* rotira
* poveća
* smanji
* obreže
* promijeni boja

### ZAŠTO POVEĆATI PODATKE

Jedan od razloga zašto povećati količinu podataka jest taj da se dodaje više podataka u skup za treniranje.

Još jedan razlog je taj da se smanji pretjerano poklapanje. Ako se model pretjerano poklapa s podacima za treniranje, u skup za treniranje se na taj način doda više podataka.

## PRISTRANOST U UMJETNOJ NEURALNOJ MREŽI

U literaturi, uz sam naziv *bias*, može se naići i na pojmove *bias* neuroni, *bias* čvorovi ili *bias* jedinice u neuralnim mrežama.

U ovom poglavlju će se objasniti što je to pristranost (ili *bias*) u neuralnoj mreži. Nakon toga će se objasniti kako se ona implementira te će se na kraju opisati jednostavan primjer kako bi se ilustrirao utjecaj *bias-*a u neuralnoj mreži.

Kod pristranosti, misli se na pristranost svakog neurona pojedinačno. Svaki neuron ima svoju pristranost te je cijela mreža sastavljena od više pristranosti. Vrijednosti, koje su pripisane pristranosti, se mogu naučiti, kao i težine veza. Kao što SGD povratnom propagacijom uči i ažurira težine veza, tako isto uči i ažurira vrijednosti pristranosti.

Konceptualno se o pristranosti može misliti kao o nekoj vrsti praga. To je zbog toga što će vrijednost pristranosti odrediti hoće li se izlaz iz neurona propagirati kroz mrežu. Drugim riječima, pristranost će odrediti hoće li se ili neće, i koliko, aktivirati neuron.

### GDJE SE NALAZI PRISTRANOST

Kao što je objašnjeno u jednom od prethodnih poglavlja, svaki neuron prima ponderiranu sumu ulaza od prethodnog sloja te se ta ponderirana suma prosljeđuje aktivacijskoj funkciji.

Vrijednost pristranosti neurona će se zbrojiti s ponderiranom sumom ulaza u neuron te će onda ta nova vrijednost proslijediti aktivacijskoj funkciji.

### PRIMJER GDJE SE KORISTI PRISTRANOST

Neka neuralna mreža ima dva ulazna neurona. Prvi neuron neka ima vrijednost 1, a drugi neka ima vrijednost 2. Primjer će se fokusirati na jedan neuron u prvom skrivenom sloju.

Aktivacijska funkcija koja se koristi u prvom aktivacijskom sloju će biti ReLU. Težinama veza se pridjeljuju nasumične vrijednosti. Neuron na početku neće imati pristranost.

Ponderirana suma koju neuron prima na ulaz izgleda ovako:

Ova vrijednost se zatim prosljeđuje aktivacijskoj funkciji. Kao što je već objašnjeno, izlazna vrijednost iz ReLU će biti nula za sve negativne vrijednosti, a za sve pozitivne vrijednost će ostati nepromijenjena.

U ovom slučaju, izlazna vrijednost će biti 0: ReLU(-0.35) = 0.

S obzirom da je izlazna vrijednost aktivacijske funkcije 0, neuron se smatra neaktiviranim. U ovom slučaju je prag aktivacije neurona vrijednost 0.

Neka se sad prag neurona pomakne na -1. Vrijednost pristranosti će tada biti suprotna od -1, odnosno bit će +1.

Zbroj ponderirane sume i pristranosti neurona iznosit će:

Kada se ova vrijednost proslijedi ReLU, rezultat će iznositi:

ReLU(0.65) = 0.65

Neuron se sada smatra aktiviranim te model sada ima povećanu fleksibilnost što se tiče prilagođavanja podacima jer sada posjeduje veći opseg u vezi toga koje će ga vrijednosti aktivirati, a koje ne.

Ovaj isti proces se može ponoviti i u suprotnom slučaju kako bi se suzio opseg vrijednosti koje će aktivirati neuron. Na primjer, ako se smatra da bi neuron trebao biti aktiviran ako je izlazna vrijednost aktivacijske funkcije veća ili jednaka 5, tada se pristranost neurona postavlja na vrijednost -5.

U ovom primjeru se eksplicitno postavila vrijednost pristranosti neurona, kao i vrijednosti težina. Nakon što su inicijalizirane vrijednosti pristranosti neurona nasumičnim brojevima ili nulama, vrijednosti pristranosti će se ažurirati tijekom procesa učenja dopuštajući modelu da nauči kada će aktivirati i kada neće aktivirati svaki pojedini neuron.

## VELIČINA PODSKUPOVA U UMJETNOJ NEURALNOJ MREŽI

U ovom poglavlju će se opisati što to znači specificirati veličinu podskupa iz sveukupnog skupa podataka za treniranje.

Veličinu podskupa će činiti broj uzoraka iz cjelokupnog skupa podataka za treniranje koji će se kao cjelina proslijediti mreži u jednom trenutku. Podsjetnik, epohu čini jedan prolazak cijelog skupa podataka za treniranje. Podskup i epoha nisu ista stvar.

### PODSKUPOVI U EPOHI

Neka skup podataka za treniranje čini 1000 slika automobila pomoću koji će se model naučiti da razlikuje različite modele automobila. Ako je batch veličina jednaka 10, to znači da će se skup od 10 slika automobila proslijediti modelu u jednom trenutku.

Kako epohu čini jedan prolazak cijelog skupa za treniranje, bit će potrebno 100 podskupova kako bi se završila jedna epoha.

### RAZLOG KORIŠTENJA PODSKUPOVA

Općenito vrijedi da, što je veća veličina podskupa, model će brže završiti svaku epohu tijekom treniranja. To je zbog toga što, ovisno o računalnim resursima, računalo može procesirati toliko više od jednog uzorka u jednom trenutku.

Međutim, čak i ako računalo može obraditi velike podskupove u jednom trenutku, kvaliteta modela može degradirati jer, ako je podskup, koji se šalje modelu u jednom trenutku, dovoljno velik, model možda neće moći dobro generalizirati podatke koje do tada nije vidio.

Općenito, veličina podskupa je još jedan u nizu hiperparametara koji se moraju testirati i podesiti na temelju toga koliko ispravno konkretni model preslikava podatke tijekom učenja. Ovaj parametar se treba testirati i u odnosu na to koliko dobru izvedbu ima samo računalo u smislu iskorištavanja vlastitih resursa kada se koriste različite veličine podskupova.

Na primjer, kada bi veličina podskupa bio relativno veliki broj, kao 100, tada računalo možda neće raspolagati dovoljnom računalnom moći da paralelno obradi svih 100 slika i to bi bio znak da se veličina skupa mora postaviti na neki manji broj.

### MINI-BATCH GRADIJENTNI SPUST

Korištenjem *mini-batch* gradijentnog spusta, gradijent će promijeniti svoju vrijednost nakon prolaska svakog podskupa (per-batch basis) kroz model. Ovo je suprotno od stohastičkog gradijentnog spusta koji implementira promjene gradijenta nakon prolaska svakog uzorka i suprotno je od *batch* gradijentnog spusta koji implementira promjenu gradijenta nakon svake epohe.

<https://www.neuraldesigner.com/blog/5_algorithms_to_train_a_neural_network>

Postupak koji se koristi za provođenje procesa učenja naziva se optimizacijski algoritam (eng. *optimization algorithm, optimizer*).

Postoji nekoliko različitih algoritama za optimizaciju. Svaki od njih ima različite karakteristike i performanse što se tiče memorijskih zahtjeva, brzine izvođenja i numeričke preciznosti.

Postoji nekoliko optimizacijskih algoritama koji se koriste za učenje neuronskih mreža:

1. gradijentni spust
2. Newton-ova metoda
3. Konjugirani gradijent
4. Kvazi-Newton-ova metoda
5. Levenberg-Marquardt algoritam

Gradijentni spust je najjednostavniji algoritam za učenje. Međutim, najveći nedostatak mu je što zahtijeva mnogo iteracija za funkcije koje imaju duge i uske strukture doline.
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Korištenje gradijentnog spusta se preporuča kod jako velikih neuronskih mreža s više tisuća parametara.

<https://towardsdatascience.com/how-do-we-train-neural-networks-edd985562b73>

FUNKCIJA GUBITKA

Funkcija gubitka je funkcija koja govori koliko dobro određena neuronska mreža obavlja svoju funkciju za određeni zadatak. Intuitivan način kako se ona računa je da se za svaki ulaz dobije neki izlaz. Taj izlaz se potom oduzme od vrijednosti željenom izlaza i dobiveni rezultat se kvadrira (jer su negativni brojevi jednako loši kao i pozitivni).

![Image for post](data:image/png;base64,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)

Y označava željeni broj, y s kapicom označava dobiveni broj, i označava redni broj ulaza, a m označava ukupan broj ulaza iz skupa.

Ako je vrijednost gubitka velika, to znači da mreža nema dobro izvođenje.

TRENIRANJE

Kada se tek krene s radom neuronske mreže, težine veza se inicijaliziraju nasumičnim brojevima. Očito je da rezultati neće biti zadovoljavajući. Tijekom procesa treniranja, cilj je započeti s neuronskom mrežom koja ima loše izvođenje i završiti s mrežom koja ima visoku točnost preslikavanja. Odnosno u terminima funkcije gubitka, cilj je do kraja procesa treniranja postići što manju vrijednost funkcije gubitka.

Problem treniranja mreže ekvivalentan je problemu minimiziranja gubitka. Uz to, jednostavnije je implementirati minimizaciju, negoli optimizaciju.

Postoji mnogo algoritama koji optimiziraju funkcije. Ti algoritmi se mogu temeljiti na gradijentu u smislu da ne koriste samo informacije koje pruža funkcija sama po sebi već i informacije koje daje njen gradijent. Jedan od najjednostavnijih algoritama koji se temelje na gradijentu se zove stohastički gradijentni spust.

Prvo, dobro je prisjetiti se što čini derivaciju funkcije u odnosu na neku varijablu. Neka funkcija bude f(x) = x. Ovdje je derivacija za svaku vrijednost broja x jednaka 1. Derivacija je stopa koliko se brzo funkcija mijenja kada se pomakne beskonačno malim korakom u pozitivnom smjeru. Matematički se to može napisati kao:
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Ovo znači: koliko se određena funkcija (lijevi izraz) približno mijenja, to je jednako derivaciji te funkcije u odnosu na neku varijablu x pomnoženoj s tim koliko se promijenila ta varijabla.

Kod primjera f(x)=x, gdje je derivacija 1, to znači da kada bi se uzeo neki *epsilon* korak u pozitivnom smjeru, rezultat funkcije će se promijeniti za 1 pomnožen s tom stopom *epsilon*. U ovom slučaju, to bi bio epsilon.

Gradijent je vektor parcijalnih derivacija. Njegove elemente sačinjavaju derivacije u odnosu na neku varijablu o kojoj funkcija ovisi. Kada bi se kao primjer uzela jednostavna funkcija kao f(x)=x, njen vektor bi sadržavao samo jedan element jer ova funkcija prima samo jedan element. Kod složenijih funkcija, gradijent će sadržavati derivacije u odnosu na bilo koju željenu varijablu.

Neka se sada koristi funkcija f(x)=x2. Njena derivacija je 2x. Minimum ove funkcije se nalazi u x=0. Međutim, to računalo ne zna, mora to izračunati. Računalo uzima neku nasumičnu vrijednost x=2. Derivacija funkcije u kojoj je x=2 ima vrijednost 4. To znači da, kada bi se učinio korak u pozitivnom smjeru, funkcija će se promijeniti proporcionalno 4. Znači da će se povećati. S obzirom da se teži minimizaciji funkcije, potrebno je učiniti korak u suprotnom, negativnom, smjeru kako bi se funkcija smanjila. Međutim, računalo ne znam koliki se korak mora napraviti u negativnom smjeru jer derivacija samo garantira da će se funkcija smanjiti ako se učini beskonačno mali korak. Taj korak se naziva stopa učenja i jedan je od hiper-parametara. S druge strane, ako se x postavi na -2, derivacija će biti jednaka -4. To znači da, ako se uzme beskonačno mali korak u pozitivnom smjeru, funkcija će se proporcionalno promijeniti za -4, odnosno smanjit će se i to je željeni scenarij.

Ukratko, kada je x>0 i derivacija je veća od 0, potrebno je ići u negativnom smjeru. Kada je x<0 i derivacija manja od nula, potrebno je ići u pozitivnom smjeru.

Gradijent je vektor koji pokazuje u nekom smjeru u prostoru. Pokazuje u smjeru najstrmijeg porasta funkcije. S obzirom da je cilj minimizirati funkciju, potrebno je učiniti korak u suprotnom smjeru od gradijenta.

U neuralnoj mreži se o vrijednostima x misli kao o ulaznim vrijednostima, dok su izlazi y neki fiksni brojevi. Varijable u odnosu na koje će se računati derivacije su težine w s obzirom da su to vrijednosti koje se trebaju promijeniti kako bi se poboljšalo izvođenje mreže.

Ako se izračuna gradijent funkcije gubitka u odnosu na težine i uzme mali korak u smjeru suprotnom od onog koji pokazuje gradijent, gubitak će se smanjivati sve dok ne konvergira u neki lokalni minimum. Ovaj algoritam se naziva gradijentni spust. Pravilo mijenjanja težina nakon svake iteracije gradijentnog spusta se matematički izražava formulom:
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Lr označava stopu učenja. Nema pravila koliko se velika stopa učenja treba uzeti nakon svake iteracije. To je jedan od hiper-parametara. Međutim, ako se uzme prevelika stopa učenja, postoji mogućnost da će rezultat u jednom trenutku 'preskočiti' minimum. Tada se kaže da će algoritam divergirati. Ako se odabere premaleni korak, previše će vremena biti potrebno kako bi se postigla konvergencija u nekom lokalnom minimumu.

U literaturi se češće nailazi na pojam stohastičkog gradijentnog spusta. Pod tim se obično misli na gradijentni spust neke mini-grupe. Sama veličina grupe za SGD je proizvoljna.

https://www.fer.hr/\_download/repository/UmjetneNeuronskeMreze.pdf

Za razliku od konvencionalnih tehnika obrade podataka gdje je postupak obrade potrebno analitički razložiti na određeni broj algoritamskih koraka, kod ovog tipa neuronskih mreža takav algoritam ne postoji. Znanje o obradi podataka, tj. znanje o izlazu kao funkciji ulaza, pohranjeno je implicitno u težinama veza između neurona. Te se težine postupno prilagođavaju kroz postupak učenja neuronske mreže sve do trenutka kada je izlaz iz mreže, provjeren na skupu podataka za testiranje, zadovoljavajući. Pod postupkom učenja kod neuronskih mreža podrazumijevamo iterativan postupak predočavanja ulaznih primjera (uzoraka, iskustva) i eventualno očekivana izlaza.

Ovisno o tome da li nam je u postupku učenja á priori znan izlaz iz mreže, pa ga pri učenju mreže koristimo uz svaki ulazni primjer, ili nam je točan izlaz nepoznat, razlikujemo dva načina učenja:

• učenje s učiteljem (engl. supervised learning) – učenje mreže provodi se primjerima u obliku para (ulaz, izlaz),

• učenje bez učitelja (engl. unsupervised learning) – mreža uči bez poznavanja izlaza.

Skup primjera za učenje često se dijeli na tri odvojena skupa: skup za učenje, skup za testiranje i skup za provjeru (validaciju). Primjeri iz prvog skupa služe za učenje u užem smislu (podešavanje težinskih faktora). Pomoću primjera iz drugog skupa vrši se tijekom učenja provjera rada mreže s trenutnim težinskim faktorima kako bi se postupak učenja zaustavio u trenutku degradacije performanse mreže. Umjetnu neuronsku mrežu moguće je, naime, pretrenirati - nakon određenog broja iteracija mreža gubi svojstvo generalizacije i postaje stručnjak za obradu podatka iz skupa primjera za učenje dok preostale podatke obrađuje loše. Stalnim praćenjem izlaza iz mreže dobivenog pomoću primjera iz skupa za testiranje moguće je otkriti iteraciju u kojoj dobiveni izlaz najmanje odstupa od željenog (slika 2.3). Točnost i preciznost obrade podataka moguće je naposlijetku provjeriti nad trećim skupom primjera – skupom za provjeru.

Uz pojam učenja umjetne neuronske mreže vezani su pojmovi iteracije i epohe. Pod iteracijom podrazumijevamo korak u algoritmu postupka za učenje u kojem se odvija podešavanje težinskih faktora, dok je epoha jedno predstavljanje cjelokupnog skupa za učenje. Ovisno o broju primjera predočenih mreži za trajanje jedne iteracije, razlikujemo:

* pojedinačno učenje (engl. on-line training)– u jednoj iteraciji predočavamo samo jedan primjer za učenje (tj. kod svakog primjera za učenje vrši se prilagodba težinskih faktora),
* grupno učenje (engl. batch training) –u jednoj iteraciji predočavamo sve primjere za učenje (tj. iteracije se podudaraju s epohama).
* Algoritam BACKPROPAGATION dan je u tablici 5.1. Prikazana je stohastička verzija algoritma za pojedinačno (engl. on-line) učenje. Korištena je slijedeća notacija: xij je ulaz s jedinice i u jedinicu j (izlaz jedinice i), ωij je odgovarajuća težina, δn je pogreška izlaza jedinice n. Veličine su skicirane na slici 5.6. Algoritam kao parametre uzima skup za učenje D, stopu učenja η, broj čvorova ulaznog sloja ni, broj čvorova izlaznog sloja no i broj čvorova skrivenog sloja nh. Mreži se predočavaju primjeri za učenje u obliku para (x, t) gdje je x vektor ulaznih vrijednosti a t vektor ciljnih izlaznih vrijednosti.
* Algoritam nakon inicijalnog postavljanja težina u glavnoj petlji ponavlja predstavljanje sviju primjera mreži sve dok nije ispunen uvijet zaustavljanja. Kao uvjet može poslužiti maksimalni dozvoljeni iznos pogreške dobivene obradom primjera iz skupa za učenje ili skupa za testiranje, zatim postupak se može zaustaviti nakon fiksnog broja iteracija ili epoha i sl. Uvjet zaustavljanja ključan je parametar jer premalo iteracija rezultira lošom obradbenom sposobnosti mreže dok preveliki broj iteracija dovodi do njezina pretreniranja.
* Za svaki predstavljeni primjer računa se izlaz iz mreže na način da se signali proslijeđuju od ulaznih čvorova ka izlaznima te računa izlaz svakog pojedinog čvora. U ovoj fazi algoritma signali propagiraju unaprijed, od ulaznog sloja ka izlaznom. Na osnovi odstupanja stvarnog izlaza od ciljnog, računa se pogreška i ugađaju svi težinski faktori u cilju njezine minimizacije.

<https://machinelearningmastery.com/why-training-a-neural-network-is-hard/>

Neuronska mreža tijekom procesa učenja uči preslikavati ulaze u izlaze na danom skupu vrijednosti za treniranje.

Treniranje uključuje proces pronalaženja skupa težina u mreži koje dobro ili dovoljno dobro rješavaju specifični problem.

Proces treniranja je iterativni proces. To znači da napreduje korak po korak donošenjem malih izmjena na težinama modela tijekom svake iteracije i tako donosi promjenu i u izvođenju modela.

Proces treniranja rješava optimizacijski problem pronalaženja težina koje će rezultirati izlazom iz modela s najmanjim gubitkom.

*Optimizacija je općenito jako težak zadatak […] Kod treniranja neuralnih mreža, potrebno je suočavati se s generalnim ne-konveksnim slučajevima.*

— strana 282, [Deep Learning](https://amzn.to/2rjgvLI), 2016.

Optimizacijski proces se konceptualno može razumjeti kao traženje rješenja, koje se nalazi u krajoliku svih mogućih rješenja, koje će zadovoljiti dane kriterije.

Točku na krajoliku čini specifični skup težina u modelu. Povišenje te točke je procjena određenog skupa težina. Udubljenja predstavljaju dobre modele s malim vrijednostima gubitaka.

Krajolik se još može nazivati 'površinom pogreški' (eng. *error surface*).

Međutim, funkcija gubitka za težine je višedimenzionalna funkcija koju je nemoguće vizualizirati. Ali, kada bi se mogla vizualizirati, izgledala bi poput krajolika s planinama i dolinama.

Optimizacijski algoritam iterativno korača tim krajolikom, mijenja težine i traži dobra područja, odnosno spuštena područja, doline.

Kod jednostavnog optimizacijskog problema, krajolik može sličiti velikoj posudi i tako bi pronalaženje dna bilo jednostavno. Takvi optimizacijski procesi se matematički opisuju kao konveksni.

Površina pogreški kroz koju mora proći optimizacijski algoritam neuronskih mreža sadrži mnogo brežuljaka i dolina. Takav optimizacijski problem se matematički opisuje kao ne-konveksni.
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Odnosno, ne postoji algoritam koji bi mogao riješiti problem pronalaženja optimalnog skupa težina za neuronsku mrežu u polinomskom vremenu.

Matematički, optimizacijski problem koji se rješava kod treniranja neuronskih mreža se naziva NP-kompletnim (jako ih se teško rješava).